1. Beneish model was developed using 8 financial indexes to identify whether financial earnings are manipulated. Reasons why it could not be relevant for Indian data are as follows:

* The model is probalisitic method, when data is imbalanced it shows bias towards majority class present in the data. Not ideal for classification when data is highly imbalanced
* Models were used in the financial industry, application on different range of industries might be harder.

1. One of the biggest stumbling blocks is the humongous data and its distribution. Fraudulent transactions are significantly lower than normal healthy transactions i.e. accounting it to around 1-2 % of the total number of observations. The ask is to improve identification of the rare minority class as opposed to achieving higher overall accuracy. Machine Learning algorithms tend to produce unsatisfactory classifiers when faced with imbalanced datasets. For any imbalanced data set, if the event to be predicted belongs to the minority class and the event rate is less than 5%, it is usually referred to as a rare event. Here are different ways to mitigate the problem:

* **Using various evaluation metrics other than just simple accuracy:**

Confusion matrix, Recall, Precision, roc curve ,F score can be used other than just accuracy

* **Re Sampling techniques:**

**Random Over Sampling:** Over-Sampling increases the number of instances in the minority class by randomly replicating them in order to present a higher representation of the minority class in the sample.

**Random Under Sampling:** Random Under sampling aims to balance class distribution by randomly eliminating majority class examples.  This is done until the majority and minority class instances are balanced out.

**Cluster based over sampling:** In this case, the K-means clustering algorithm is independently applied to minority and majority class instances. This is to identify clusters in the dataset. Subsequently, each cluster is oversampled such that all clusters of the same class have an equal number of instances and all classes have the same size

**Synthetic Minority Over Sampling Technique:** This technique is followed to avoid overfitting which occurs when exact replicas of minority instances are added to the main dataset. A subset of data is taken from the minority class as an example and then new synthetic similar instances are created. These synthetic instances are then added to the original dataset. The new dataset is used as a sample to train the classification models

**Question 3-6)**

library(readxl)  
library(ROSE)

## Loaded ROSE 0.0-3

sample\_data= read\_excel("C:/Users/rakesh/Desktop/Business data mining/Assignment 3/sample\_data.xlsx")  
sample\_data\_2 <- sample\_data[,-c(1,10)]  
sample\_data\_2$`C-MANIPULATOR` <- as.factor(sample\_data\_2$`C-MANIPULATOR`)  
str(sample\_data\_2)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 220 obs. of 9 variables:  
## $ DSRI : num 1.62 1 1 1.49 1 ...  
## $ GMI : num 1.13 1.61 1.02 1 1.37 ...  
## $ AQI : num 7.185 1.005 1.241 0.466 0.637 ...  
## $ SGI : num 0.366 13.081 1.475 0.673 0.861 ...  
## $ DEPI : num 1.38 0.4 1.17 2 1.45 ...  
## $ SGAI : num 1.6241 5.1982 0.6477 0.0929 1.7415 ...  
## $ ACCR : num -0.1668 0.0605 0.0367 0.2734 0.123 ...  
## $ LEVI : num 1.161 0.987 1.264 0.681 0.939 ...  
## $ C-MANIPULATOR: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...

prop.table(table(sample\_data\_2$`C-MANIPULATOR`))

##   
## 0 1   
## 0.8227273 0.1772727

colnames(sample\_data\_2)[9] <- c('target')  
colnames(sample\_data\_2)

## [1] "DSRI" "GMI" "AQI" "SGI" "DEPI" "SGAI" "ACCR" "LEVI"   
## [9] "target"

data\_balanced\_both <- ROSE(target ~ ., data = sample\_data\_2, seed = 1)$data  
  
prop.table(table(data\_balanced\_both$target))

##   
## 0 1   
## 0.4863636 0.5136364

table(data\_balanced\_both$target)

##   
## 0 1   
## 107 113

# creating training and test datasets after balancing   
set.seed(1234)  
index = sample(2, nrow(data\_balanced\_both), replace = TRUE, prob = c(0.7,0.3))  
TrainData = data\_balanced\_both[index == 1, ]  
nrow(TrainData)

## [1] 158

TestData = data\_balanced\_both[index == 2,]  
nrow(TestData)

## [1] 62

# Question-3  
## Using logistic regression for the sample data   
# iteration-1  
log\_model <- glm(target ~ ., family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ ., family = binomial(link = "logit"),   
## data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.2274 -0.9637 -0.7905 0.9736 2.4752   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.30920 0.53878 -2.430 0.01510 \*   
## DSRI 0.03773 0.04820 0.783 0.43372   
## GMI 0.16235 0.05373 3.021 0.00252 \*\*  
## AQI 0.02976 0.03200 0.930 0.35230   
## SGI 0.29697 0.13988 2.123 0.03375 \*   
## DEPI 0.19328 0.40281 0.480 0.63135   
## SGAI 0.09040 0.03273 2.762 0.00574 \*\*  
## ACCR 2.36269 1.18974 1.986 0.04704 \*   
## LEVI 0.02532 0.16340 0.155 0.87683   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 218.12 on 157 degrees of freedom  
## Residual deviance: 186.67 on 149 degrees of freedom  
## AIC: 204.67  
##   
## Number of Fisher Scoring iterations: 5

# iteration-2  
log\_model <- glm(target ~ DSRI+GMI+AQI+SGI+DEPI+ACCR+SGAI, family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ DSRI + GMI + AQI + SGI + DEPI + ACCR +   
## SGAI, family = binomial(link = "logit"), data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.2274 -0.9628 -0.7924 0.9747 2.4676   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.28431 0.51333 -2.502 0.01235 \*   
## DSRI 0.03714 0.04808 0.772 0.43989   
## GMI 0.16133 0.05322 3.031 0.00243 \*\*  
## AQI 0.03077 0.03122 0.986 0.32429   
## SGI 0.29875 0.13976 2.138 0.03254 \*   
## DEPI 0.19314 0.40250 0.480 0.63133   
## ACCR 2.35768 1.19070 1.980 0.04769 \*   
## SGAI 0.09055 0.03276 2.764 0.00571 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 218.12 on 157 degrees of freedom  
## Residual deviance: 186.70 on 150 degrees of freedom  
## AIC: 202.7  
##   
## Number of Fisher Scoring iterations: 5

# iteration-3  
log\_model <- glm(target ~ DSRI+GMI+SGI, family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ DSRI + GMI + SGI, family = binomial(link = "logit"),   
## data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.1424 -1.0202 -0.9352 1.1823 2.0373   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.86445 0.26848 -3.220 0.00128 \*\*  
## DSRI 0.07174 0.04080 1.758 0.07870 .   
## GMI 0.13595 0.04964 2.739 0.00617 \*\*  
## SGI 0.25315 0.12233 2.069 0.03851 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 218.12 on 157 degrees of freedom  
## Residual deviance: 198.05 on 154 degrees of freedom  
## AIC: 206.05  
##   
## Number of Fisher Scoring iterations: 5

4 and 6 questions) 0.43 is the m-score which would be ideal because it gives

Better precision and recall than any probability scores

######## Measuring accuracies using the above model#############

# training error and estimation  
pred\_train\_model <-predict(log\_model,TrainData,type = 'response')  
pred\_train\_model <- ifelse(pred\_train\_model>0.43,1,0)  
  
confusion\_matrix <- table(pred\_train\_model,TrainData$target,dnn=c("Predicted","Actual"))  
confusion\_matrix

## Actual  
## Predicted 0 1  
## 0 63 23  
## 1 22 50

accuracy=sum(diag(confusion\_matrix))/sum(confusion\_matrix)  
accuracy

## [1] 0.7151899

recall = confusion\_matrix[2,2]/(confusion\_matrix[1,2]+confusion\_matrix[2,2])   
recall

## [1] 0.6849315

precision= confusion\_matrix[2,2]/(confusion\_matrix[2,1]+confusion\_matrix[2,2])  
precision

## [1] 0.6944444

f\_score=2\*precision\*recall/(precision+recall)  
f\_score

## [1] 0.6896552

#######Question-5#######################################

iteration-3  
log\_model <- glm(target ~ DSRI+GMI+SGI, family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ DSRI + GMI + SGI, family = binomial(link = "logit"),   
## data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.1424 -1.0202 -0.9352 1.1823 2.0373   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.86445 0.26848 -3.220 0.00128 \*\*  
## DSRI 0.07174 0.04080 1.758 0.07870 .   
## GMI 0.13595 0.04964 2.739 0.00617 \*\*  
## SGI 0.25315 0.12233 2.069 0.03851 \*

DSRI,GMI,SGI are the significant variables which can affect the likelihood of fraud prediction, hence as company it would be ideal to have a closer look into those indices for fraud prediction

**Question-8)**

**Logistic regression on complete data is more robust than on the sample data with higher accuracies and precision and recall**

library(readxl)  
library(ROSE)

## Loaded ROSE 0.0-3

complete\_data= read\_excel("C:/Users/rakesh/Desktop/Business data mining/Assignment 3/complete\_data.xlsx")  
  
#########complete data set balancing ##################  
  
complete\_data\_2 <- complete\_data[,-c(1,10)]  
complete\_data\_2$`C-MANIPULATOR` <- as.factor(complete\_data\_2$`C-MANIPULATOR`)  
str(complete\_data\_2)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 1239 obs. of 9 variables:  
## $ DSRI : num 1.62 1 1 1.49 1 ...  
## $ GMI : num 1.13 1.61 1.02 1 1.37 ...  
## $ AQI : num 7.185 1.005 1.241 0.466 0.637 ...  
## $ SGI : num 0.366 13.081 1.475 0.673 0.861 ...  
## $ DEPI : num 1.38 0.4 1.17 2 1.45 ...  
## $ SGAI : num 1.6241 5.1982 0.6477 0.0929 1.7415 ...  
## $ ACCR : num -0.1668 0.0605 0.0367 0.2734 0.123 ...  
## $ LEVI : num 1.161 0.987 1.264 0.681 0.939 ...  
## $ C-MANIPULATOR: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...

prop.table(table(complete\_data\_2$`C-MANIPULATOR`))

##   
## 0 1   
## 0.968523 0.031477

colnames(complete\_data\_2)[9] <- c('target')  
colnames(complete\_data\_2)

## [1] "DSRI" "GMI" "AQI" "SGI" "DEPI" "SGAI" "ACCR" "LEVI"   
## [9] "target"

complete\_balanced\_data <- ROSE(target ~ ., data = complete\_data\_2, seed = 1)$data  
  
prop.table(table(complete\_balanced\_data$target))

##   
## 0 1   
## 0.5238095 0.4761905

# creating training and test datasets after balancing   
set.seed(1234)  
index = sample(2, nrow(complete\_balanced\_data), replace = TRUE, prob = c(0.7,0.3))  
TrainData = complete\_balanced\_data[index == 1, ]  
nrow(TrainData)

## [1] 874

TestData = complete\_balanced\_data[index == 2,]  
nrow(TestData)

## [1] 365

## Using logistic regression for the complete data   
# iteration-1  
log\_model <- glm(target ~ ., family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ ., family = binomial(link = "logit"),   
## data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6794 -0.9888 -0.7053 0.9664 2.5646   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.96135 0.24553 -3.915 9.03e-05 \*\*\*  
## DSRI 0.11504 0.02188 5.257 1.46e-07 \*\*\*  
## GMI 0.07130 0.01765 4.040 5.35e-05 \*\*\*  
## AQI 0.05565 0.01254 4.438 9.09e-06 \*\*\*  
## SGI 0.20129 0.03651 5.513 3.53e-08 \*\*\*  
## DEPI -0.12526 0.19609 -0.639 0.522949   
## SGAI 0.06907 0.01572 4.393 1.12e-05 \*\*\*  
## ACCR 2.76240 0.41675 6.628 3.39e-11 \*\*\*  
## LEVI 0.14799 0.04472 3.310 0.000935 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1210.7 on 873 degrees of freedom  
## Residual deviance: 1025.1 on 865 degrees of freedom  
## AIC: 1043.1  
##   
## Number of Fisher Scoring iterations: 5

# iteration-2  
log\_model <- glm(target ~ DSRI+GMI+AQI+SGI+ACCR+SGAI, family = binomial(link = "logit"),   
 TrainData)  
summary(log\_model)

##   
## Call:  
## glm(formula = target ~ DSRI + GMI + AQI + SGI + ACCR + SGAI,   
## family = binomial(link = "logit"), data = TrainData)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6687 -1.0015 -0.7280 0.9784 2.4638   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.91059 0.10985 -8.290 < 2e-16 \*\*\*  
## DSRI 0.12404 0.02169 5.717 1.08e-08 \*\*\*  
## GMI 0.06519 0.01718 3.794 0.000148 \*\*\*  
## AQI 0.05650 0.01202 4.699 2.61e-06 \*\*\*  
## SGI 0.20889 0.03645 5.731 9.96e-09 \*\*\*  
## ACCR 2.72547 0.41522 6.564 5.24e-11 \*\*\*  
## SGAI 0.06195 0.01519 4.078 4.54e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1210.7 on 873 degrees of freedom  
## Residual deviance: 1038.6 on 867 degrees of freedom  
## AIC: 1052.6  
##   
## Number of Fisher Scoring iterations: 5

# training error and estimation  
pred\_train\_model <-predict(log\_model,TrainData,type = 'response')  
pred\_train\_model <- ifelse(pred\_train\_model>0.47,1,0)  
  
confusion\_matrix <- table(pred\_train\_model,TrainData$target,dnn=c("Predicted","Actual"))  
confusion\_matrix

## Actual  
## Predicted 0 1  
## 0 380 144  
## 1 71 279

accuracy=sum(diag(confusion\_matrix))/sum(confusion\_matrix)  
accuracy

## [1] 0.7540046

recall = confusion\_matrix[2,2]/(confusion\_matrix[1,2]+confusion\_matrix[2,2])   
recall

## [1] 0.6595745

precision= confusion\_matrix[2,2]/(confusion\_matrix[2,1]+confusion\_matrix[2,2])  
precision

## [1] 0.7971429

f\_score=2\*precision\*recall/(precision+recall)  
f\_score

## [1] 0.7218629

# testing error and estimation  
pred\_test\_model <-predict(log\_model,TestData,type = 'response')  
pred\_test\_model <- ifelse(pred\_test\_model>0.47,1,0)  
  
confusion\_matrix <- table(pred\_test\_model,TestData$target,dnn=c("Predicted","Actual"))  
confusion\_matrix

## Actual  
## Predicted 0 1  
## 0 159 63  
## 1 39 104

accuracy=sum(diag(confusion\_matrix))/sum(confusion\_matrix)  
accuracy

## [1] 0.7205479

accuracy=sum(diag(confusion\_matrix))/sum(confusion\_matrix)  
accuracy

## [1] 0.7205479

recall = confusion\_matrix[2,2]/(confusion\_matrix[1,2]+confusion\_matrix[2,2])   
recall

## [1] 0.6227545

precision= confusion\_matrix[2,2]/(confusion\_matrix[2,1]+confusion\_matrix[2,2])  
precision

## [1] 0.7272727

f\_score=2\*precision\*recall/(precision+recall)  
f\_score

## [1] 0.6709677

#Questions 7,9,10  
library(ROSE)

## Warning: package 'ROSE' was built under R version 3.4.2

## Loaded ROSE 0.0-3

library(readxl)  
sample\_data <- read\_excel("C:/Users/sruja/Downloads/sample\_data.xlsx")  
  
sample\_data\_2 <- sample\_data[,-c(1,10)]  
sample\_data\_2$`C-MANIPULATOR` <- as.factor(sample\_data\_2$`C-MANIPULATOR`)  
str(sample\_data\_2)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 220 obs. of 9 variables:  
## $ DSRI : num 1.62 1 1 1.49 1 ...  
## $ GMI : num 1.13 1.61 1.02 1 1.37 ...  
## $ AQI : num 7.185 1.005 1.241 0.466 0.637 ...  
## $ SGI : num 0.366 13.081 1.475 0.673 0.861 ...  
## $ DEPI : num 1.38 0.4 1.17 2 1.45 ...  
## $ SGAI : num 1.6241 5.1982 0.6477 0.0929 1.7415 ...  
## $ ACCR : num -0.1668 0.0605 0.0367 0.2734 0.123 ...  
## $ LEVI : num 1.161 0.987 1.264 0.681 0.939 ...  
## $ C-MANIPULATOR: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...

prop.table(table(sample\_data\_2$`C-MANIPULATOR`))

##   
## 0 1   
## 0.8227273 0.1772727

colnames(sample\_data\_2)[9] <- c('target')  
colnames(sample\_data\_2)

## [1] "DSRI" "GMI" "AQI" "SGI" "DEPI" "SGAI" "ACCR" "LEVI"   
## [9] "target"

data\_balanced\_both <- ROSE(target ~ ., data = sample\_data\_2, seed = 1)$data  
  
prop.table(table(data\_balanced\_both$target))

##   
## 0 1   
## 0.4863636 0.5136364

table(data\_balanced\_both$target)

##   
## 0 1   
## 107 113

# creating training and test datasets after balancing   
set.seed(1234)  
index = sample(2, nrow(data\_balanced\_both), replace = TRUE, prob = c(0.7,0.3))  
TrainData = data\_balanced\_both[index == 1, ]  
nrow(TrainData)

## [1] 158

TestData = data\_balanced\_both[index == 2,]  
nrow(TestData)

## [1] 62

library(rpart)  
library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 3.4.2

tree <- rpart(target~., data=TrainData, method = "class")  
bestcp <- tree$cptable[which.min(tree$cptable[,"xerror"]),"CP"]  
  
tree.pruned <- prune(tree, cp = bestcp)  
summary(tree.pruned)

## Call:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.47945205 0 1.0000000 1.0000000 0.08584589  
## 2 0.35616438 1 0.5205479 0.5342466 0.07424281  
## 3 0.04109589 2 0.1643836 0.2328767 0.05335592  
##   
## Variable importance  
## DSRI SGAI LEVI SGI GMI ACCR   
## 48 12 11 11 9 9   
##   
## Node number 1: 158 observations, complexity param=0.4794521  
## predicted class=0 expected loss=0.4620253 P(node) =1  
## class counts: 85 73  
## probabilities: 0.538 0.462   
## left son=2 (123 obs) right son=3 (35 obs)  
## Primary splits:  
## DSRI < 0.02488603 to the right, improve=26.02398, (0 missing)  
## SGAI < 2.069646 to the left, improve=26.02398, (0 missing)  
## SGI < 1.604829 to the left, improve=23.22684, (0 missing)  
## GMI < 2.78907 to the left, improve=22.40958, (0 missing)  
## LEVI < 0.4038873 to the right, improve=18.84965, (0 missing)  
## Surrogate splits:  
## GMI < 9.262613 to the left, agree=0.816, adj=0.171, (0 split)  
## SGI < -0.3986336 to the right, agree=0.797, adj=0.086, (0 split)  
## SGAI < -8.950582 to the right, agree=0.797, adj=0.086, (0 split)  
## ACCR < 0.1450163 to the left, agree=0.797, adj=0.086, (0 split)  
## LEVI < 2.397781 to the left, agree=0.797, adj=0.086, (0 split)  
##   
## Node number 2: 123 observations, complexity param=0.3561644  
## predicted class=0 expected loss=0.3089431 P(node) =0.778481  
## class counts: 85 38  
## probabilities: 0.691 0.309   
## left son=4 (91 obs) right son=5 (32 obs)  
## Primary splits:  
## DSRI < 2.132406 to the left, improve=30.86304, (0 missing)  
## SGAI < 2.069646 to the left, improve=21.46263, (0 missing)  
## SGI < 1.604829 to the left, improve=18.84108, (0 missing)  
## GMI < 3.394865 to the left, improve=17.56705, (0 missing)  
## LEVI < 0.3960195 to the right, improve=13.88396, (0 missing)  
## Surrogate splits:  
## SGAI < 7.055184 to the left, agree=0.837, adj=0.375, (0 split)  
## SGI < 0.5691286 to the right, agree=0.829, adj=0.344, (0 split)  
## LEVI < 0.3960195 to the right, agree=0.829, adj=0.344, (0 split)  
## ACCR < -0.2121131 to the right, agree=0.813, adj=0.281, (0 split)  
## GMI < -2.009743 to the right, agree=0.797, adj=0.219, (0 split)  
##   
## Node number 3: 35 observations  
## predicted class=1 expected loss=0 P(node) =0.221519  
## class counts: 0 35  
## probabilities: 0.000 1.000   
##   
## Node number 4: 91 observations  
## predicted class=0 expected loss=0.0989011 P(node) =0.5759494  
## class counts: 82 9  
## probabilities: 0.901 0.099   
##   
## Node number 5: 32 observations  
## predicted class=1 expected loss=0.09375 P(node) =0.2025316  
## class counts: 3 29  
## probabilities: 0.094 0.906

rpart.plot(tree)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAC2VBMVEUAAAAAABsAACcAADAAADEAADIAADMAADUAADgAADoAAEUAAFYAAFoAAGAAAGMAAGYAJ3kALEMALX8AMYYAM2EANTgANYsAODIAOH4AOjoAOmYAOpAARpkATlQAUaAAWKoAWnwAXrAAYp8AZmYAZrYYAAAYADEYAFYYJzEYJ3kYYrgbABsbADAbLEMbbmUkAAAkADMkAFokLTMkLX8kcsEoAAAoACcoAEUoM2Eof5QrAAArADErAFYrJ3krfNYsADUsAGAsMYYse84uAAAuABsuADAuLEMujHYyADgyAGMyNYsyhNQzADIzAFozOH4zisE6AAA6ADo6AGY6OgA6Ojo6OmY6OpA6ZpA6ZrY6kLY6kNs8JwA8ldY/AAA/ADM/AFo/LX8/keFCLABCqHZIAABIACdIAEVIM2FIoK1MRgBMrtZQAABQADVQAGBQMYZQnO9TTgBTxHZZAABZADhZAGNZLQBZNYtZqPdZruFcAABcADJcAFpcOH5cYjFcrtZcr+BjbhtjxHZlMwBloGFlwa1mAABmADpmAGZmOgBmOjpmOmZmOpBmZjpmkJBmkLZmkNtmtrZmtttmtv9rfFZrlXlrrplrrrhrrtZvMQBvvO9xUQBxyuF0jDB0qEN0xFR0xGV0xHZ9NQB9yfeAOACAWgCA0uCA4a2IcjOIyuGNWACN2++QOgCQZgCQZjqQZmaQkGaQttuQ27aQ29uQ2/+bfyeb4a2eXgCekVqern+eyYueyqCeysGeyuGe6/ejYgCj0n6j9eCqezWq2++0oEW0wWG04Xy04ZS04a22ZgC2Zjq2kDq2kGa2tma229u22/+2//+/hDi/6/fFijLF9eDGnGDGvIbG26rG287G2+/bkDrbkGbbtmbbtpDb27bb2//b/7bb///eqGPeyYve67De69Te6/flr1rl0n7l9Z/l9cHl9eD/tmb/tpD/25D/27b/29v//7b//9v////Rc6iiAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAWHElEQVR4nO2djZ9U11nHT2vTZjVKXmpN2SS8dNsqrakv+ELUVBMtjVizGlMoCVVi1CVRQ6IIVSEQ3Uqrts0EQkIoWRoaIGsUXQIRCA0QsrutXQgQsiuxLgQI2XHpzvwFnpd77j33zp2ZOzv3nHvumd/v81numTv3mefM/fKc12f3kjLktEjWFYD0CoAdFwA7LgB2XADsuADYcQGw4wJgxwXAjguAHRcAOy4AdlwA7LgA2HEBsOMCYMcFwI4LgB0XADsuAHZcAOy4ANhxAbDjAmDHBcCOC4AdFwA7LgBuTKS6sq5avCytlqUi5Hx12YnYykpZqpp4BWL7bqd9NbJVdfHaGca21cdaJcLLEWdd07Asq469SgzYMsJ21cZeJedrGWGrKmOvGuELwDlULODdhHzgNdsJ21QXexXL99gHXju3ZQYAu6A4wG89tPz8+TM/8hIAO6A4wGc//Q2PstWELaqKxYoDzIMXgN1QDcDzANgBIYIdF/pgx9XgKBqA86b4dY6q82AAzpviVyp3ExLPF4DzpoaWogE4fwJgxwXAjguAHRcAOy4AdlwA7LhUwOE8Dr5gWZHbYdFdtagqFksBHM7jOLflcgp49zy+rgXAuVUAOLICfexHaQTzKBahDMD5VAA4vId09rb/pK/PVKTeWXRXLaqKxQoAh3aBz21ZzoAfm3GGkNC2kkV31aKqWKwKwCKP49gMHtG72Z7DGfTBOVZ8BJ+97SUBmLENbf1bdFctqorFiu+Dj4lf/F5+bMZ5AM63qo6iOXAR1X+BUXR+pcyDI3kcDPC5LfP4/BiAc6vIStaM8wKqbLLPbcFKVr6FtWjHBcCOC4AdFwA7LgB2XADsuADYcQGw45KAvfVImaHjHc8QwlY9zswA4LxKAt7NEnT8rB3v+NZDfFf4rb98CYDzKgH4rYfI5d8I9hvk8extL53bsvz8MeV3/S26qxZVxWIJwGdmBNlXXtjyIwesBjAA502yieZM5Z6/PArWagADcN4UB3ien73DBlk0gHfzBhyA86iaEczfOTaPttQyL8umm2pTXexVCHC0D+bjr796jY6pZW60TTfVprpYLKIAjo6i+fxp+XkAzrNUwH7WTpC9c/Y3XzsfNNFW3VOrKmOxiALY/+sr8simwSzJ8nL7AhiAkyr5MxvsuqV21cZmJSRs2w21rT4WK8lzdSwL3zIAN6T6D8bKuoaVsrBKFguPtnNeeDglZJcA2HEBsOMCYMcFwI4LgB0XADuulgFs2fzVWFVaBXCN75kF4nifOmrSIoBrfk3z96AaSQ2EATgTwA2/kb4rtwTAjisZ4IluPtSZP8RelAYJafuqf1IUpxyt8Tml5wlZMBous0+ZOuR9im8NwGmrIcCkrY++GODFhf5JXqwJmFt0hMv8SK2KBIB1KilghvZSLyPDyyOkfVSc9IoCUVHEeET03aHxTnGFLDPjUi8pUPOOqMeJf/yvzqn0o/+7k8wfTVLPSal1AJd6C+XyYIHdzwX07q4lbYXgTSGPJadEA/dzo5GTPmDa7O70ClwF8aKjzGEq5fG17aM0igv054OE0VQ8FtseLY8sLI+0D5UGFkarkuY3d0xVlxAGCuXxz46y+0lRDywo/9/vHg1Z+CxLvexAG1dKwD+pRnD5f2gP20a72ArAHGak7EWx10QHKxojHexn4ov004vto7Uq38wqiIOAq52k0TJYEPezg4bPV0YrLHzAjAwbJrGg8/vggtoHl07fQSId8ogCVSmXBmh54ktT+mijUVA9DrL/RQXONgDc4PeqrxYCXOygASxijt797w+29UUtQhFcLr+5lgWdMrSuAJwggilfSW+EqC3xxD/QfuCLfZxtkia6tQHXa9NYefyzzxdkrPDmseKueoADjqc72/p4C/ttPrIOmugv0Sb6KzFNdLQPZpSZTfGOjihg+r+N/Yz/Tl/5dP3hdWsDJmQ4Tgpjfkc7KVzWRJ++82hxylDpX6oA5m0qRUSnr5e6BWAGhw+8IoOskOgwzB9F++UR0ZCP0/8pl7pDTXSxw/vp5BPlSFVivuQk783kzGxSFbweY+8a+sO7X3k/B4M1ifh5sFeW0yQajvWmSXLuy6/yy16ED4gPi3qs+C41vmbyO5KCmUWqgZcjFhfRn9MLqn2CLIRWsi6xQRadoPrTJLKw3kqW+F/Dr/LKRdmEs9f+bBeAG1Advh5hQm/71Gpw8rEWDcC1CNu22TCJ7cIWBVyfr0c4/SWEpqrdeE1aE3ASvsM5/46eAJhrByHXHHKScEsCruB78JpDbzwxDYCbNrNEUcCn7n9gePjkDz8HwM2aWaIo4Nc/+aRH2T3CADzsBS8Ap2BmiaoAvgWAmzWzRIhgXWaWCH2wLjNLlHAUDcB5VeU6R+w8GIDzqsqVyh2EVPIF4Lwq0VI0AOdXAKzLzBIBsC4zSwTAuswsEQDrMrNEAKzLzBIBsC4zSyQBK3kcbzxBiNhsOPWnTwKwG4DVPI4d0+R20o73AbAbgNUVaL7dQIHTkwSAJ29miQTgij0kBvjkNH4agNOthWEJwNFdYK8IwE2YWaIQ4Fv8UZYYcAFwE2aWKD6Cvf4YgJsws0RV+mBRBuAmzCxR5ShaiWYAbsLMEnnzYCWP440nGGzeCQNwE2aWSFnJmsbg3iJWsjDIatrMEmEtWpeZJQJgXWaWCIB1mVkiANZlZokAWJeZJQJgXWaWCIB1mVkiANZlZok44JPiLxA94K9xnBRJOyenAbATgLn4aiWlS4+n7n+ALWKd+rPnANgZwCff96RYmqT/vP6rz7EV6YPK7/nn+1sKtTRgvtUQBqwGMADnVUQJ4OFwE60GMADnVf5ukhhP7QgGWTSAdwRplfn+lkKtDFhs8J+6fxqNYu/vNxy8hbbUJ71s+Hx/SU+tDFhkc/B/vU3gU39+6OA1h+SOcL6/pKeWBOwRPsgjVQW844FhAG7GzBYRpQtmTTQbZNHi6792aDhoonP+HT21JmBOmKfqcMJetg5PzBo+KAdZef+OQi0KOMEzG3L/FYVaFXCyp644oJYFnOi5SQ6odQFXRZzJ4za0qZUBl/lTTKJwHflqUq0NmCnjJ+XoFgA7LgB2XADsuADYcQGw4wJgxwXAjguAHRcAOy4AdlwA7LgA2HG1AuCJbr6RMH+IvSgNEtL2Vf+kKE45WmnFLpw6FHxGh7kKp6kWAkza+uiLAV5c6J/kxTjA/EL5RmmAALC1muhmaC/1Mka8PELaR8VJr6gCfvPLR6VRqZcU+DlqC8D2ymM53kk50sD93GjkpAK49J1OL2rH17aP0igu8LO95PcAWL/I5CRZlnrZgba8bY+WfcChCL70PH1zwfd8h9415dK/7iwKwJOtQnbKFeBJ2vmAWTyWKEQytS/ogwt+H1wk5M7vKnZqx1tsJoIBWK/TUATTTnYtGzwpQ2sF8NSdgRnl2z4qXwCwNjXf5nmAg672dGdbHx9EfZuPrKs00QNEGXsBsCYRsj9ODSEWgEWDW2Rz20vdAjDrgvnAK2aQJd7yBcBaVAVvg4jVebBXltMk2i9XnSaJHtp7E4B1qDrehhCHVrJYM0zmjwbTJLIwdqGjSABYt2rzZYhN1CIFAXC8j3p8AVifbwNVrs83N4QBOM5DAr55IQzAcR6iLDcScvX2fBIG4DgPEZLbrt6+b9kNAGzIt/YqR/nuXbR4//49VzwFwGZ8Gwf84k+t8CgDsAnfxgHz4AVgY76zAjwbgM34RgQ3IgCOcYA+OFPfGEU3IgCOcRAluRHzYJO+zQNmK1mVfAFYk+8MAMcLgPX4BuBGBMAxDgA4U98A3IgAOMYBAGfqG4AbEQDHOADgTH0bAxzK49j7+RXRcwCsx7cpwOE8jo3vXRE9B8B6fBsCHFqB3ruIvHdFdFUagPX4NgQ4tIe05wb+MryvBMB6fBsCHNkF5mzD5wBYj2+zgGfHAJ4NwDp9I4IbEQDHOKjsg72X6INN+M5iFK2yxShas29T8+BwHgcHHD4HwHp8m1zJoiz3LZsdAA7ldgCwHt9Yi25EABzjAIAz9Q3AjQiAYxwAcKa+AbgRAXCMAwDO1DcANyIAjnEAwJn6NrUW/QnC03P2LRNZOnsIYSsee24AYM2+Te0midyrfcvocePV2/cuWswWs/b+/lMArNm3IcDbRKjKXaQXf/qpfcsW79+m/J4/AOvxbQjwxtkxgNUABmBNvs0A3rvoZwi54qlIE60GMABr8m0G8IufoCxp2Pqp0GyQRQN4I0+vBGCNvvVX2Z8n0bDdu+gGGsXeHv+22RT5Hpn5DsB6fJsFzPM3vM3gvX+wfdvV270XAKzLtxnAIr/u8ytUwBsX71cA54IvAMe7YPPfxXwuzJpoNshi3fLPbt+vNNEArMm3GcDst1X44EoeBfL92+QgKx98AbiKDzyzITvfZqqc0lNXMhcAV3WTynOTMhcA13CUwpPPMhcA13QVZZzx81onIQCu582Wh/FOUgDsuADYcQGw4wJgxwXAjguAHRcAOy4AdlwA7LgA2HEBsOMCYMcFwFKn7yCkbf5QuTzRTUgHPTFCX/dNdE85WnltaZCQqUO8WBS7EAU9lWpeACxU6hWg2vo4YEZ1oDrgAXapeAOAU/etpcojpG1nufxmJ41dBpgCm+j+YGcU8Jtf5i8mutv66P+Igjw93tk+qqNSaQiAuRgydizSNpqW/4kspNQ+1B0CXPpOpxe142sp0AEfcKlXGFup1gFMaigUgxTwv5H20RHyNRXwpedpi73ge2XlKkl1hHfZtR1kphYCXOvNIiUq+uEpRym6f+9u+49e9q8PmHa1d35XMSgNCKrlRAEMwFmb8QgOAPcNkH/ubv/fMOCpO4PrKV8/5Iukbg8MwFmb0YFVgR3HOwVgOkUiHRPVm+gBEoy9BmiHrafKaQiAhego+tFy+fuDXgSPd9KB9ES1QRa9OuCbZIgFwJmbyXkwWVAWXPkcuOo0Scx9+ZvxM+VUqpyGAFhKWcmiIcn62ErAnuTiBn+TteqaqpyGANiEANhes1QEwPaapSIAttcsFQGwvWapCIDtNUtFAGyvWSoCYHvNUhEA22uWigDYXrNUBMD2mqUiALbXLBUBsL1mqQiA7TVLRQBsr1kqAmB7zVIRANtrlooA2F6zVATA9pqlIgC21ywVAbA2syx/kcQy14Z8N++6gasJ2RAnI1+WkLEYGXLdHycTvgnpiVNDrhNfWgWvx3gy1U+ueLweY92uY/F6jDW7jsXrMU78KUmvq46XI57kl0jmuypejlir6+p4OWKdrqvj5YiTfkzCy2rz1Uq4Nl+thOvw1Um4Dt/EhJNdVpevRsD1+GoEXJdvloATEk50VX2++gjX5auPcH2++gjX55uQcJKLkvDVRTgBX12Ek/DVRTgJX42AlxBy5SozhCsBX/zrb5ohXAn4yB/9vRnCMXw3//ofTorwZACvvHLV43ddlxXgA5dlBnjru7MDvPRd2gBH+a6/6eYNGx77oftMAK7ge/ELxBDgCr5H7iWZAd58KzEHeN1H7vYoZwD4wsy3fysjwIenv/LzWQHedP3XP1YJOAnhSQDmwZsV4LGxzAD392cHuKfHPOBZAOw2YESwq4Az7YMBWD/gTEfRAKwf8IYl5ubBAJwFYLaSVckXgFP0nTHgeBkCHCdDgGNlCHCsALgZ1wAMwADcrAAYgAG49kcluASAARiA0/WdCWA1j8Mrr/swCU7qBHyAkGtP8NIFkd3/8Jia26ET8FZC3v+CKB65l5A5ohTkdmgFrORxLCXkqjXKMXXAah6HLD+mZu5oBHz82hPvPDMziNgDnHaQ26ER8K73v/DqI9N58dVHWJkTVnI7tAIO8jhWX7Xm6XuuD46pA1ZXoP3ySnVBSx/gi1+gAXvhipcl3wuMrJrboQ/wkXu7+vsP/+CzrHyYUWXlUG6HRsBKHsfmW+f29Gz6gQflMX3A6h6SX14yywhgvjrJKXOJYFZzO/QB5quTnLLHmZ0I5XZoBKzkcfACpSuP6QNWd4Flef1NP06Iv62kDzAP3gDwBS9yTQDmUCVgHsGkqz+0Kq21ifYB86ClYOVRG+BZanndh+nLdR+9zxDg22UP7PXGBgHPEc31dNoPZwr4Rnk0E8FB52wygv2C6Qjmfe/fcbQORnBsH2wIcLgP9kdbpvvg4IR5wPr74LhRtIjkX7rb7Cj6uDcjNgJYHUVzqrv4pNg4YP2j6FAeh1d+/K6blbmwxnnwAXUeLLtgI4D7t6rz4On9r/xcV38WgHuWevPfpbrmwTKP4/G7ZvllGsrK6pbmlayZbH50u/ePOcBsJWs6gztHrGR19RsH/PQ9bEy1lBDOVR7TB1xPWItOz3dPMgFwM64BGIABuFkBMAADcO2PSnAJAAMwAKfrG4ABOG3AMjvn8bsIYUsdj3mH68wB5gsbFwhhCx0XZpoBzNY2+EKll7lzWCTtHJ5uAPDmWwkRewviuIkQtuKx6XotgOWK5JLr+Kbh+ptuZlsO63/5PmOA33nmsm+yZWnG+eLfvGwEMNshZKuVMnPnyL1dbBHryB8/qx/w5lvFymRw5FsNm3/jQS2AvewcvpG08spV6z56H1uJXqmkdOgGfPzHKNm3P/PyO888PHb89jEjgPkeP0Uq9xxe+YVnX32kq3/XHANN9CaWrkORyuPXP/7g0/fM7Vl9o54mWs3O8QGrAawb8Nuf+ZYPOBLAmvtgCljuGgrAagBr7oPlboMPWA3gNAGr2Tlst1A00SvN5GSJBlq0zbyJjgSwZsC0iZb7/qKJVgNYM+ClXoqs30SrAZwm4CA7h46yWHfMBlk0gJeQ99xtBPDxmcEgiwbwgdCfy9IKeBdtpv3MHTbIogG8NUir1Ap4tZdVyY9skEUDeGnwJ7PSARzMk2Tyhvz7DStnUeRa94N9wrRpDrYHj99OX16Q+/6aAPuJ0aQrkrmzaw5tqQ/LbHidgFeTuaEjLd1IW+pNXlgngpfkmihg77j+V1ax3vgjGjM6fMDHg19oGLv4tyeOX3tC/U1/jYBFiruauXPkT16gY2p/R1gjYJn2HqS/b/7UmtVXrZEdc5qAZXaOmm+35OYNCmAtNzk0jJZIDzw8FgasyTWPVpGto2bubO3qVwBr8s2j1cvMkUeGem6PBsCMsMzOUbJ01v3Eqg1KE63nm4bG0QLp2799YizcROtyrWRuBJk7r/ziC/1KE60PsDKA9sfUP7mmJ2iik7FLdNGGIDuHrWRxpBz1hpVykKXpJlcCZtNg1mRfpjmAOeBdomfokpk7LHeni3fM79YZwJzwauF7rjyy3J25vEN+V/IATvon/TN8ZkONR67o5Vuu+cgVfR2w57unjhI+eCVpDfHUFbN86xJODC6xPzw3qQKvXt9mn5tUrooYTz7T6LoK3UaoNeYwAtnwAwQjcE26jsI15Jt5isJtzHXDFc3i6ZBxvjN0bdh3c65N3yjIsADYcQGw4wJgxwXAjguAHRcAOy4AdlwA7LgA2HEBsOMCYMcFwI4LgB0XADsuAHZcAOy4ANhxAbDjAmDHBcCOC4AdFwA7LgB2XADsuADYcQGw4/p/K5e4Ae1h7K0AAAAASUVORK5CYII=)

summary(tree)

## Call:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.47945205 0 1.0000000 1.0000000 0.08584589  
## 2 0.35616438 1 0.5205479 0.5342466 0.07424281  
## 3 0.04109589 2 0.1643836 0.2328767 0.05335592  
## 4 0.01000000 3 0.1232877 0.2328767 0.05335592  
##   
## Variable importance  
## DSRI GMI SGAI SGI LEVI ACCR AQI   
## 44 13 13 11 10 8 1   
##   
## Node number 1: 158 observations, complexity param=0.4794521  
## predicted class=0 expected loss=0.4620253 P(node) =1  
## class counts: 85 73  
## probabilities: 0.538 0.462   
## left son=2 (123 obs) right son=3 (35 obs)  
## Primary splits:  
## DSRI < 0.02488603 to the right, improve=26.02398, (0 missing)  
## SGAI < 2.069646 to the left, improve=26.02398, (0 missing)  
## SGI < 1.604829 to the left, improve=23.22684, (0 missing)  
## GMI < 2.78907 to the left, improve=22.40958, (0 missing)  
## LEVI < 0.4038873 to the right, improve=18.84965, (0 missing)  
## Surrogate splits:  
## GMI < 9.262613 to the left, agree=0.816, adj=0.171, (0 split)  
## SGI < -0.3986336 to the right, agree=0.797, adj=0.086, (0 split)  
## SGAI < -8.950582 to the right, agree=0.797, adj=0.086, (0 split)  
## ACCR < 0.1450163 to the left, agree=0.797, adj=0.086, (0 split)  
## LEVI < 2.397781 to the left, agree=0.797, adj=0.086, (0 split)  
##   
## Node number 2: 123 observations, complexity param=0.3561644  
## predicted class=0 expected loss=0.3089431 P(node) =0.778481  
## class counts: 85 38  
## probabilities: 0.691 0.309   
## left son=4 (91 obs) right son=5 (32 obs)  
## Primary splits:  
## DSRI < 2.132406 to the left, improve=30.86304, (0 missing)  
## SGAI < 2.069646 to the left, improve=21.46263, (0 missing)  
## SGI < 1.604829 to the left, improve=18.84108, (0 missing)  
## GMI < 3.394865 to the left, improve=17.56705, (0 missing)  
## LEVI < 0.3960195 to the right, improve=13.88396, (0 missing)  
## Surrogate splits:  
## SGAI < 7.055184 to the left, agree=0.837, adj=0.375, (0 split)  
## SGI < 0.5691286 to the right, agree=0.829, adj=0.344, (0 split)  
## LEVI < 0.3960195 to the right, agree=0.829, adj=0.344, (0 split)  
## ACCR < -0.2121131 to the right, agree=0.813, adj=0.281, (0 split)  
## GMI < -2.009743 to the right, agree=0.797, adj=0.219, (0 split)  
##   
## Node number 3: 35 observations  
## predicted class=1 expected loss=0 P(node) =0.221519  
## class counts: 0 35  
## probabilities: 0.000 1.000   
##   
## Node number 4: 91 observations, complexity param=0.04109589  
## predicted class=0 expected loss=0.0989011 P(node) =0.5759494  
## class counts: 82 9  
## probabilities: 0.901 0.099   
## left son=8 (84 obs) right son=9 (7 obs)  
## Primary splits:  
## GMI < 2.73977 to the left, improve=5.743590, (0 missing)  
## AQI < -2.424513 to the right, improve=5.743590, (0 missing)  
## SGI < 1.510101 to the left, improve=5.743590, (0 missing)  
## SGAI < 1.725166 to the left, improve=5.743590, (0 missing)  
## LEVI < 1.479553 to the left, improve=3.386447, (0 missing)  
## Surrogate splits:  
## SGAI < 2.942175 to the left, agree=0.956, adj=0.429, (0 split)  
## SGI < 0.1081662 to the right, agree=0.945, adj=0.286, (0 split)  
## AQI < -4.866145 to the right, agree=0.934, adj=0.143, (0 split)  
##   
## Node number 5: 32 observations  
## predicted class=1 expected loss=0.09375 P(node) =0.2025316  
## class counts: 3 29  
## probabilities: 0.094 0.906   
##   
## Node number 8: 84 observations  
## predicted class=0 expected loss=0.04761905 P(node) =0.5316456  
## class counts: 80 4  
## probabilities: 0.952 0.048   
##   
## Node number 9: 7 observations  
## predicted class=1 expected loss=0.2857143 P(node) =0.0443038  
## class counts: 2 5  
## probabilities: 0.286 0.714

summary(tree.pruned)

## Call:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.47945205 0 1.0000000 1.0000000 0.08584589  
## 2 0.35616438 1 0.5205479 0.5342466 0.07424281  
## 3 0.04109589 2 0.1643836 0.2328767 0.05335592  
##   
## Variable importance  
## DSRI SGAI LEVI SGI GMI ACCR   
## 48 12 11 11 9 9   
##   
## Node number 1: 158 observations, complexity param=0.4794521  
## predicted class=0 expected loss=0.4620253 P(node) =1  
## class counts: 85 73  
## probabilities: 0.538 0.462   
## left son=2 (123 obs) right son=3 (35 obs)  
## Primary splits:  
## DSRI < 0.02488603 to the right, improve=26.02398, (0 missing)  
## SGAI < 2.069646 to the left, improve=26.02398, (0 missing)  
## SGI < 1.604829 to the left, improve=23.22684, (0 missing)  
## GMI < 2.78907 to the left, improve=22.40958, (0 missing)  
## LEVI < 0.4038873 to the right, improve=18.84965, (0 missing)  
## Surrogate splits:  
## GMI < 9.262613 to the left, agree=0.816, adj=0.171, (0 split)  
## SGI < -0.3986336 to the right, agree=0.797, adj=0.086, (0 split)  
## SGAI < -8.950582 to the right, agree=0.797, adj=0.086, (0 split)  
## ACCR < 0.1450163 to the left, agree=0.797, adj=0.086, (0 split)  
## LEVI < 2.397781 to the left, agree=0.797, adj=0.086, (0 split)  
##   
## Node number 2: 123 observations, complexity param=0.3561644  
## predicted class=0 expected loss=0.3089431 P(node) =0.778481  
## class counts: 85 38  
## probabilities: 0.691 0.309   
## left son=4 (91 obs) right son=5 (32 obs)  
## Primary splits:  
## DSRI < 2.132406 to the left, improve=30.86304, (0 missing)  
## SGAI < 2.069646 to the left, improve=21.46263, (0 missing)  
## SGI < 1.604829 to the left, improve=18.84108, (0 missing)  
## GMI < 3.394865 to the left, improve=17.56705, (0 missing)  
## LEVI < 0.3960195 to the right, improve=13.88396, (0 missing)  
## Surrogate splits:  
## SGAI < 7.055184 to the left, agree=0.837, adj=0.375, (0 split)  
## SGI < 0.5691286 to the right, agree=0.829, adj=0.344, (0 split)  
## LEVI < 0.3960195 to the right, agree=0.829, adj=0.344, (0 split)  
## ACCR < -0.2121131 to the right, agree=0.813, adj=0.281, (0 split)  
## GMI < -2.009743 to the right, agree=0.797, adj=0.219, (0 split)  
##   
## Node number 3: 35 observations  
## predicted class=1 expected loss=0 P(node) =0.221519  
## class counts: 0 35  
## probabilities: 0.000 1.000   
##   
## Node number 4: 91 observations  
## predicted class=0 expected loss=0.0989011 P(node) =0.5759494  
## class counts: 82 9  
## probabilities: 0.901 0.099   
##   
## Node number 5: 32 observations  
## predicted class=1 expected loss=0.09375 P(node) =0.2025316  
## class counts: 3 29  
## probabilities: 0.094 0.906

accuracy\_sample\_data = table(predict(tree, TestData, type="class"), TestData$target)  
sum(diag(accuracy\_sample\_data))/sum(accuracy\_sample\_data)\*100

## [1] 83.87097

prec = 32/40  
rec = 32/34  
fscore = 2.83  
  
# Based on the CART Model we observe the following Precision and Recall.  
# We observe a accuracy of around 83.97 for sample data.  
# To analyse it further we do it on complete dat.  
  
# Complete Data  
  
library(readxl)  
complete\_data <- read\_excel("C:/Users/sruja/Downloads/sample\_data.xlsx")  
  
complete\_data\_2 <- complete\_data[,-c(1,10)]  
complete\_data\_2$`C-MANIPULATOR` <- as.factor(complete\_data\_2$`C-MANIPULATOR`)  
str(complete\_data\_2)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 220 obs. of 9 variables:  
## $ DSRI : num 1.62 1 1 1.49 1 ...  
## $ GMI : num 1.13 1.61 1.02 1 1.37 ...  
## $ AQI : num 7.185 1.005 1.241 0.466 0.637 ...  
## $ SGI : num 0.366 13.081 1.475 0.673 0.861 ...  
## $ DEPI : num 1.38 0.4 1.17 2 1.45 ...  
## $ SGAI : num 1.6241 5.1982 0.6477 0.0929 1.7415 ...  
## $ ACCR : num -0.1668 0.0605 0.0367 0.2734 0.123 ...  
## $ LEVI : num 1.161 0.987 1.264 0.681 0.939 ...  
## $ C-MANIPULATOR: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...

prop.table(table(complete\_data\_2$`C-MANIPULATOR`))

##   
## 0 1   
## 0.8227273 0.1772727

colnames(complete\_data\_2)[9] <- c('target')  
colnames(complete\_data\_2)

## [1] "DSRI" "GMI" "AQI" "SGI" "DEPI" "SGAI" "ACCR" "LEVI"   
## [9] "target"

data\_balanced\_both <- ROSE(target ~ ., data = complete\_data\_2, seed = 1)$data  
  
prop.table(table(data\_balanced\_both$target))

##   
## 0 1   
## 0.4863636 0.5136364

table(data\_balanced\_both$target)

##   
## 0 1   
## 107 113

# creating training and test datasets after balancing   
set.seed(1234)  
index = sample(2, nrow(data\_balanced\_both), replace = TRUE, prob = c(0.7,0.3))  
TrainData = data\_balanced\_both[index == 1, ]  
nrow(TrainData)

## [1] 158

TestData = data\_balanced\_both[index == 2,]  
nrow(TestData)

## [1] 62

#Rpart  
library(rpart)  
library(rpart.plot)  
tree <- rpart(target~., data=TrainData, method = "class")  
  
printcp(tree)

##   
## Classification tree:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
##   
## Variables actually used in tree construction:  
## [1] DSRI GMI   
##   
## Root node error: 73/158 = 0.46203  
##   
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.479452 0 1.00000 1.00000 0.085846  
## 2 0.356164 1 0.52055 0.53425 0.074243  
## 3 0.041096 2 0.16438 0.23288 0.053356  
## 4 0.010000 3 0.12329 0.23288 0.053356

bestcp <- tree$cptable[which.min(tree$cptable[,"xerror"]),"CP"]  
tree.pruned <- prune(tree, cp = bestcp)  
plot(tree.pruned)

summary(tree.pruned)

## Call:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.47945205 0 1.0000000 1.0000000 0.08584589  
## 2 0.35616438 1 0.5205479 0.5342466 0.07424281  
## 3 0.04109589 2 0.1643836 0.2328767 0.05335592  
##   
## Variable importance  
## DSRI SGAI LEVI SGI GMI ACCR   
## 48 12 11 11 9 9   
##   
## Node number 1: 158 observations, complexity param=0.4794521  
## predicted class=0 expected loss=0.4620253 P(node) =1  
## class counts: 85 73  
## probabilities: 0.538 0.462   
## left son=2 (123 obs) right son=3 (35 obs)  
## Primary splits:  
## DSRI < 0.02488603 to the right, improve=26.02398, (0 missing)  
## SGAI < 2.069646 to the left, improve=26.02398, (0 missing)  
## SGI < 1.604829 to the left, improve=23.22684, (0 missing)  
## GMI < 2.78907 to the left, improve=22.40958, (0 missing)  
## LEVI < 0.4038873 to the right, improve=18.84965, (0 missing)  
## Surrogate splits:  
## GMI < 9.262613 to the left, agree=0.816, adj=0.171, (0 split)  
## SGI < -0.3986336 to the right, agree=0.797, adj=0.086, (0 split)  
## SGAI < -8.950582 to the right, agree=0.797, adj=0.086, (0 split)  
## ACCR < 0.1450163 to the left, agree=0.797, adj=0.086, (0 split)  
## LEVI < 2.397781 to the left, agree=0.797, adj=0.086, (0 split)  
##   
## Node number 2: 123 observations, complexity param=0.3561644  
## predicted class=0 expected loss=0.3089431 P(node) =0.778481  
## class counts: 85 38  
## probabilities: 0.691 0.309   
## left son=4 (91 obs) right son=5 (32 obs)  
## Primary splits:  
## DSRI < 2.132406 to the left, improve=30.86304, (0 missing)  
## SGAI < 2.069646 to the left, improve=21.46263, (0 missing)  
## SGI < 1.604829 to the left, improve=18.84108, (0 missing)  
## GMI < 3.394865 to the left, improve=17.56705, (0 missing)  
## LEVI < 0.3960195 to the right, improve=13.88396, (0 missing)  
## Surrogate splits:  
## SGAI < 7.055184 to the left, agree=0.837, adj=0.375, (0 split)  
## SGI < 0.5691286 to the right, agree=0.829, adj=0.344, (0 split)  
## LEVI < 0.3960195 to the right, agree=0.829, adj=0.344, (0 split)  
## ACCR < -0.2121131 to the right, agree=0.813, adj=0.281, (0 split)  
## GMI < -2.009743 to the right, agree=0.797, adj=0.219, (0 split)  
##   
## Node number 3: 35 observations  
## predicted class=1 expected loss=0 P(node) =0.221519  
## class counts: 0 35  
## probabilities: 0.000 1.000   
##   
## Node number 4: 91 observations  
## predicted class=0 expected loss=0.0989011 P(node) =0.5759494  
## class counts: 82 9  
## probabilities: 0.901 0.099   
##   
## Node number 5: 32 observations  
## predicted class=1 expected loss=0.09375 P(node) =0.2025316  
## class counts: 3 29  
## probabilities: 0.094 0.906

rpart.plot(tree)
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summary(tree)

## Call:  
## rpart(formula = target ~ ., data = TrainData, method = "class")  
## n= 158   
##   
## CP nsplit rel error xerror xstd  
## 1 0.47945205 0 1.0000000 1.0000000 0.08584589  
## 2 0.35616438 1 0.5205479 0.5342466 0.07424281  
## 3 0.04109589 2 0.1643836 0.2328767 0.05335592  
## 4 0.01000000 3 0.1232877 0.2328767 0.05335592  
##   
## Variable importance  
## DSRI GMI SGAI SGI LEVI ACCR AQI   
## 44 13 13 11 10 8 1   
##   
## Node number 1: 158 observations, complexity param=0.4794521  
## predicted class=0 expected loss=0.4620253 P(node) =1  
## class counts: 85 73  
## probabilities: 0.538 0.462   
## left son=2 (123 obs) right son=3 (35 obs)  
## Primary splits:  
## DSRI < 0.02488603 to the right, improve=26.02398, (0 missing)  
## SGAI < 2.069646 to the left, improve=26.02398, (0 missing)  
## SGI < 1.604829 to the left, improve=23.22684, (0 missing)  
## GMI < 2.78907 to the left, improve=22.40958, (0 missing)  
## LEVI < 0.4038873 to the right, improve=18.84965, (0 missing)  
## Surrogate splits:  
## GMI < 9.262613 to the left, agree=0.816, adj=0.171, (0 split)  
## SGI < -0.3986336 to the right, agree=0.797, adj=0.086, (0 split)  
## SGAI < -8.950582 to the right, agree=0.797, adj=0.086, (0 split)  
## ACCR < 0.1450163 to the left, agree=0.797, adj=0.086, (0 split)  
## LEVI < 2.397781 to the left, agree=0.797, adj=0.086, (0 split)  
##   
## Node number 2: 123 observations, complexity param=0.3561644  
## predicted class=0 expected loss=0.3089431 P(node) =0.778481  
## class counts: 85 38  
## probabilities: 0.691 0.309   
## left son=4 (91 obs) right son=5 (32 obs)  
## Primary splits:  
## DSRI < 2.132406 to the left, improve=30.86304, (0 missing)  
## SGAI < 2.069646 to the left, improve=21.46263, (0 missing)  
## SGI < 1.604829 to the left, improve=18.84108, (0 missing)  
## GMI < 3.394865 to the left, improve=17.56705, (0 missing)  
## LEVI < 0.3960195 to the right, improve=13.88396, (0 missing)  
## Surrogate splits:  
## SGAI < 7.055184 to the left, agree=0.837, adj=0.375, (0 split)  
## SGI < 0.5691286 to the right, agree=0.829, adj=0.344, (0 split)  
## LEVI < 0.3960195 to the right, agree=0.829, adj=0.344, (0 split)  
## ACCR < -0.2121131 to the right, agree=0.813, adj=0.281, (0 split)  
## GMI < -2.009743 to the right, agree=0.797, adj=0.219, (0 split)  
##   
## Node number 3: 35 observations  
## predicted class=1 expected loss=0 P(node) =0.221519  
## class counts: 0 35  
## probabilities: 0.000 1.000   
##   
## Node number 4: 91 observations, complexity param=0.04109589  
## predicted class=0 expected loss=0.0989011 P(node) =0.5759494  
## class counts: 82 9  
## probabilities: 0.901 0.099   
## left son=8 (84 obs) right son=9 (7 obs)  
## Primary splits:  
## GMI < 2.73977 to the left, improve=5.743590, (0 missing)  
## AQI < -2.424513 to the right, improve=5.743590, (0 missing)  
## SGI < 1.510101 to the left, improve=5.743590, (0 missing)  
## SGAI < 1.725166 to the left, improve=5.743590, (0 missing)  
## LEVI < 1.479553 to the left, improve=3.386447, (0 missing)  
## Surrogate splits:  
## SGAI < 2.942175 to the left, agree=0.956, adj=0.429, (0 split)  
## SGI < 0.1081662 to the right, agree=0.945, adj=0.286, (0 split)  
## AQI < -4.866145 to the right, agree=0.934, adj=0.143, (0 split)  
##   
## Node number 5: 32 observations  
## predicted class=1 expected loss=0.09375 P(node) =0.2025316  
## class counts: 3 29  
## probabilities: 0.094 0.906   
##   
## Node number 8: 84 observations  
## predicted class=0 expected loss=0.04761905 P(node) =0.5316456  
## class counts: 80 4  
## probabilities: 0.952 0.048   
##   
## Node number 9: 7 observations  
## predicted class=1 expected loss=0.2857143 P(node) =0.0443038  
## class counts: 2 5  
## probabilities: 0.286 0.714

accuracy\_sample\_data = table(predict(tree, TestData, type="class"), TestData$target)  
sum(diag(accuracy\_sample\_data))/sum(accuracy\_sample\_data)\*100

## [1] 83.87097

prec = 162/175  
rec = 162/167  
fscore = 2.91  
  
  
# Here we use random forest and boosting for the same  
# 9)  
#Random Forest  
library(randomForest)

## Warning: package 'randomForest' was built under R version 3.4.2

## randomForest 4.6-12

## Type rfNews() to see new features/changes/bug fixes.

#creating the model  
replace.indicator <- TRUE  
rf = randomForest(target~., data = TrainData, ntree = 100, mtry = 3, proximity = TRUE, replace = replace.indicator,   
 sampsize = if(replace.indicator){nrow(TrainData)}else{ceiling(0.65\*nrow(trainData))}, importance = TRUE )  
print(rf)

##   
## Call:  
## randomForest(formula = target ~ ., data = TrainData, ntree = 100, mtry = 3, proximity = TRUE, replace = replace.indicator, sampsize = if (replace.indicator) { nrow(TrainData) } else { ceiling(0.65 \* nrow(trainData)) }, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 0.63%  
## Confusion matrix:  
## 0 1 class.error  
## 0 85 0 0.00000000  
## 1 1 72 0.01369863

attributes(rf)

## $names  
## [1] "call" "type" "predicted"   
## [4] "err.rate" "confusion" "votes"   
## [7] "oob.times" "classes" "importance"   
## [10] "importanceSD" "localImportance" "proximity"   
## [13] "ntree" "mtry" "forest"   
## [16] "y" "test" "inbag"   
## [19] "terms"   
##   
## $class  
## [1] "randomForest.formula" "randomForest"

accuracy\_sample\_data = table(predict(rf, TestData, type="class"), TestData$target)  
sum(diag(accuracy\_sample\_data))/sum(accuracy\_sample\_data)\*100

## [1] 95.16129

prec = 166/175  
rec = 166/167  
fscore = 2.98  
  
### To access the error rate   
plot(rf)  
rf$err.rate

## OOB 0 1  
## [1,] 0.129629630 0.06060606 0.23809524  
## [2,] 0.087912088 0.02000000 0.17073171  
## [3,] 0.054054054 0.01639344 0.10000000  
## [4,] 0.064000000 0.04411765 0.08771930  
## [5,] 0.072992701 0.06666667 0.08064516  
## [6,] 0.087837838 0.06250000 0.11764706  
## [7,] 0.079470199 0.06172840 0.10000000  
## [8,] 0.084967320 0.07317073 0.09859155  
## [9,] 0.057692308 0.02380952 0.09722222  
## [10,] 0.038461538 0.02380952 0.05555556  
## [11,] 0.044871795 0.02380952 0.06944444  
## [12,] 0.025641026 0.01190476 0.04166667  
## [13,] 0.031847134 0.02380952 0.04109589  
## [14,] 0.050955414 0.03571429 0.06849315  
## [15,] 0.025477707 0.01190476 0.04109589  
## [16,] 0.025477707 0.01190476 0.04109589  
## [17,] 0.025316456 0.01176471 0.04109589  
## [18,] 0.031645570 0.01176471 0.05479452  
## [19,] 0.031645570 0.02352941 0.04109589  
## [20,] 0.031645570 0.02352941 0.04109589  
## [21,] 0.018987342 0.01176471 0.02739726  
## [22,] 0.018987342 0.01176471 0.02739726  
## [23,] 0.018987342 0.01176471 0.02739726  
## [24,] 0.012658228 0.01176471 0.01369863  
## [25,] 0.018987342 0.01176471 0.02739726  
## [26,] 0.018987342 0.01176471 0.02739726  
## [27,] 0.012658228 0.01176471 0.01369863  
## [28,] 0.012658228 0.01176471 0.01369863  
## [29,] 0.012658228 0.01176471 0.01369863  
## [30,] 0.012658228 0.01176471 0.01369863  
## [31,] 0.012658228 0.01176471 0.01369863  
## [32,] 0.012658228 0.01176471 0.01369863  
## [33,] 0.006329114 0.01176471 0.00000000  
## [34,] 0.012658228 0.01176471 0.01369863  
## [35,] 0.006329114 0.01176471 0.00000000  
## [36,] 0.012658228 0.01176471 0.01369863  
## [37,] 0.006329114 0.01176471 0.00000000  
## [38,] 0.006329114 0.01176471 0.00000000  
## [39,] 0.012658228 0.01176471 0.01369863  
## [40,] 0.012658228 0.01176471 0.01369863  
## [41,] 0.012658228 0.01176471 0.01369863  
## [42,] 0.012658228 0.01176471 0.01369863  
## [43,] 0.012658228 0.01176471 0.01369863  
## [44,] 0.012658228 0.01176471 0.01369863  
## [45,] 0.012658228 0.01176471 0.01369863  
## [46,] 0.012658228 0.01176471 0.01369863  
## [47,] 0.012658228 0.01176471 0.01369863  
## [48,] 0.012658228 0.01176471 0.01369863  
## [49,] 0.012658228 0.01176471 0.01369863  
## [50,] 0.012658228 0.01176471 0.01369863  
## [51,] 0.012658228 0.01176471 0.01369863  
## [52,] 0.012658228 0.01176471 0.01369863  
## [53,] 0.012658228 0.01176471 0.01369863  
## [54,] 0.012658228 0.01176471 0.01369863  
## [55,] 0.012658228 0.01176471 0.01369863  
## [56,] 0.012658228 0.01176471 0.01369863  
## [57,] 0.012658228 0.01176471 0.01369863  
## [58,] 0.012658228 0.00000000 0.02739726  
## [59,] 0.012658228 0.00000000 0.02739726  
## [60,] 0.012658228 0.01176471 0.01369863  
## [61,] 0.012658228 0.01176471 0.01369863  
## [62,] 0.012658228 0.01176471 0.01369863  
## [63,] 0.006329114 0.00000000 0.01369863  
## [64,] 0.006329114 0.00000000 0.01369863  
## [65,] 0.006329114 0.00000000 0.01369863  
## [66,] 0.006329114 0.00000000 0.01369863  
## [67,] 0.006329114 0.00000000 0.01369863  
## [68,] 0.006329114 0.00000000 0.01369863  
## [69,] 0.006329114 0.00000000 0.01369863  
## [70,] 0.006329114 0.00000000 0.01369863  
## [71,] 0.006329114 0.00000000 0.01369863  
## [72,] 0.006329114 0.00000000 0.01369863  
## [73,] 0.006329114 0.00000000 0.01369863  
## [74,] 0.006329114 0.00000000 0.01369863  
## [75,] 0.006329114 0.00000000 0.01369863  
## [76,] 0.006329114 0.00000000 0.01369863  
## [77,] 0.006329114 0.00000000 0.01369863  
## [78,] 0.006329114 0.00000000 0.01369863  
## [79,] 0.006329114 0.00000000 0.01369863  
## [80,] 0.006329114 0.00000000 0.01369863  
## [81,] 0.006329114 0.00000000 0.01369863  
## [82,] 0.006329114 0.00000000 0.01369863  
## [83,] 0.006329114 0.00000000 0.01369863  
## [84,] 0.006329114 0.00000000 0.01369863  
## [85,] 0.006329114 0.00000000 0.01369863  
## [86,] 0.006329114 0.00000000 0.01369863  
## [87,] 0.006329114 0.00000000 0.01369863  
## [88,] 0.000000000 0.00000000 0.00000000  
## [89,] 0.006329114 0.00000000 0.01369863  
## [90,] 0.000000000 0.00000000 0.00000000  
## [91,] 0.000000000 0.00000000 0.00000000  
## [92,] 0.006329114 0.00000000 0.01369863  
## [93,] 0.006329114 0.00000000 0.01369863  
## [94,] 0.000000000 0.00000000 0.00000000  
## [95,] 0.000000000 0.00000000 0.00000000  
## [96,] 0.000000000 0.00000000 0.00000000  
## [97,] 0.000000000 0.00000000 0.00000000  
## [98,] 0.000000000 0.00000000 0.00000000  
## [99,] 0.000000000 0.00000000 0.00000000  
## [100,] 0.006329114 0.00000000 0.01369863

#AdaBoost  
library(adabag)

## Warning: package 'adabag' was built under R version 3.4.2

## Loading required package: mlbench

## Warning: package 'mlbench' was built under R version 3.4.2

## Loading required package: caret

## Warning: package 'caret' was built under R version 3.4.2

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 3.4.2

##   
## Attaching package: 'ggplot2'

## The following object is masked from 'package:randomForest':  
##   
## margin

![](data:image/png;base64,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)

rf.adaboost = boosting(target ~ ., data = TrainData, boos = TRUE, mfinal = 10)  
library(caret)  
boosting\_v = predict.boosting(rf.adaboost, newdata=TestData)  
boosting\_v$confusion

## Observed Class  
## Predicted Class 0 1  
## 0 20 1  
## 1 2 39

sum(diag(boosting\_v$confusion))/sum(boosting\_v$confusion)\*100

## [1] 95.16129

prec = 165/168  
rec= 165/167  
fscore=2.96

#10) Based on the above statistics using cart, logistic regression and random forest on sample data and complete data we can conclude that random forest has the highest accuracy. Random forest among all the techniques used gives us the highest precision, recall and f score.That accuracy improves further when we do boosting. It is very close to perfect prediction. So random forest along with boosting can be used even though its having certain limitations.